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Abstract

A Study on Discriminative Language Modeling for Automatic Speech Reco‘gnition
Title in Broadcast Programs

(800 words)

This doctoral dissertation describes discriminative language modeling for transcribing broadcast programs. This study|
focuses on statistical language modeling utilizing tendencies of word errors in automatic speech recognition (ASR)
transcriptions with a goal of improvement in performance.

The recent progress in the field of ASR-based language processing has led to its successful application in the real world. For|
example, NHK has developed a system for closed-captioning broadcast news using real-time ASR. ASR technology also plays
a crucial role in the development of a broadcast archiving system, which serves as a basis for spoken document processing|
lapplications. The availability of these applications strongly depends on the accuracy of ASR, and recently there has been
many interest in applying discriminative acoustic or language models for improvement. Although these models typically
require a large amount of manually transcribed (labeled) data, there are only limited resources available in reality.
Information from unlabeled data such as ASR transcriptions could, therefore, be useful for increasing the robustness of the
models. In this dissertation, then, a novel semi-supervised language modeling method is proposed. The dissertation has three|
parts: a study on supervised discriminative language modeling, a study on unsupervised discriminative language modeling
and a study on semi-supervised discriminative language modeling.

First, discriminative language modeling in a supervised manner is studied under the condition that manually transcribed
training data are given: The discriminative language model is formed as a log-linear model, which employs a set of linguistic
feature functions and weighting factors. These feature functions are typically activated by linguistic contexts such as
word/phoneme sequences. The model assigns the weighting factors as penalty scores to sentence hypotheses according to
tendencies of word errors along with conventional scores derived from statistical acoustic/language models. To be obtained
such error-sensitive penalties, the weighting factors of the model are discriminatively trained. The training method is based
on the minimization of word errors, which is performed on training lattices, more specifically, on the sets of sentence
hypotheses. Conventionally, discriminative language modeling has been performed on the basis of maximization of]
conditional log-likelihood of references, which does not reflect word errors but the scores of references. The results of]
transcribing Japanese broadcast news showed supervised discriminative language modeling achieved statistically significant]
performance compared with conventional discriminative models.

Next, an unsupervised version of discriminative language modeling is proposed. In supervised training, a large amount of]
transcribed data is required for statistically robust modeling. However, such data are often limited from a cost viewpoint. In|
an unsupervised manner, a large amount of ASR transcriptions are often utilized as training data instead of manually|
transcribed data. In the perspective of language modeling, unsupervised training is typically conducted by a model-based
linear interpolation method. However, this method does not always perform the best in terms of word error rates (WERSs),
since the model are estimated by using ASR transcriptions containing misrecognized incorrect words. Obviously, the model is
needed to reduce the influence of these erroneous words, or reflects information of the errors through discriminative training.
In unsupervised discriminative language modeling, the training procedure is performed with ASR transcriptions (lattices)
without references. It minimizes the whole risk of training lattices to yield a log-linear model, which is defined as a
generalized version of supervised language modeling. Experimental results obtained in transcribing Japanese broadcast news
showed significant word error rate reduction for unsupervised discriminative language modeling, while the conventional
linear mterpolatlon method achieved larger improvements. The advantageocus effect of unsupervised dlscrlmmatlve language|
modeling is to provide supplementary improvements because of error-sensitive scores.

Finally, the dissertation describes a method for semi-supervised language modeling, which was designed to improve the
robustness of a discriminative language model. When extending supervised discriminative language modeling to its
semi-supervised version, we have two key issues to be solved. One issue is how to design objective functions for labeled and
unlabeled training data. For the maximum use of information from different types of data, the objectives should be required|
to be compatible, i.e., designed with a consistent criteria. Then, risk-based objectives would be worthy of being utilized in|
semi-supervised discriminative language modeling. The remaining issue is how the contribution of unlabeled training data is
reflected in the supervised models. Although the semi-supervised modeling is formulated as an optimization problem|
consisting of two independent objectives, it would be difficult to find the optimum that minimizes both objectives
simultaneously. To address this issue, a semi-supervised modeling approach based on "multi-objective optimization
‘Iprogramming" (MOP) is proposed. In transcribing Japanese broadcast programs, the proposed semi-supervised discriminative
language models reduced WERs significantly compared with both supervised and unsupervised discriminative models.

This dissertation concludes that the discriminative language model, which is estimated from the risk-based objective in a
supervised manner, could reduce word errors significantly when a sufficient amount of labeled training data is available. It
additionally revealed that the discriminative model, which is estimated by semi-supervised discriminative language
modeling, could similarly reduce word errors with the assistance of a large amount of unlabeled data even when there was a
limited amount of labeled data.




